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 111 

Executive Summary 112 

 113 

With the wide deployment of LTE mobile networks and beyond, a dramatic increase of both base 114 

stations and mobile backhaul equipment poses a great challenge on the scalability of mobile 115 

backhaul networks. 116 

 117 

TR-221 defined the use of MPLS in Mobile Backhaul access and aggregation networks. It created 118 

reference architectures for MPLS in Mobile Backhaul networks and included specifications for the 119 

various transport scenarios that are depicted in the reference architectures. TR-221 Amendment 1 120 

addressed additional issues and features of the control, user and management planes that were not 121 

included in the original TR-221. 122 

 123 

This amendment provides new features to TR-221, including time and phase synchronization, 124 

enhancements on scalability such as support of seamless MPLS and new services such as full E-125 

Tree service using VPLS. This amendment is applicable to and addresses backhaul up through 126 

3GPP Rel.11 and beyond. 127 

 128 

129 
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1 Purpose and Scope 130 

1.1 Purpose  131 

This document will provide new amendments to TR-221, including specifications on time and 132 

phase synchronization, enhancements on scalability such as support of multi-area LSP signaling, 133 

full E-Tree service support using VPLS and seamless MPLS. This amendment is applicable to and 134 

addresses backhaul up through 3GPP Rel.11 and beyond. 135 

 136 

1.2 Scope  137 

This amendment adds some functions which are not addressed in TR-221, including: 138 

-  Time and phase synchronization 139 

-  Multi-area LSP signaling 140 

-  Seamless MPLS 141 

-  Loop free alternates (LFA) 142 

-  Full E-Tree support using VPLS 143 

  144 

 145 

2 References and Terminology 146 

2.1 References  147 

 148 

Document Title Source Year 

[1] MEF6.2 EVC Ethernet Services Definitions 

Phase 3 

MEF 2014 

[2] TR-221 Technical Specification for MPLS in 

Mobile Backhaul Networks 

BBF 2011 

[3] RFC 3107 Carrying Label Information in BGP-4 IETF 2001 

[4] RFC 4206 
Label Switched Paths (LSP) Hierarchy 

with Generalized Multi-Protocol Label 

Switching (GMPLS) Traffic 

Engineering (TE) 

IETF 2005 

[5] RFC 5036 LDP Specification IETF 2007 

[6] RFC 5150 Label Switched Path Stitching with 

Generalized Multiprotocol Label 

Switching Traffic Engineering 

(GMPLS TE) 

IETF 2008 

[7] RFC 5283 LDP Extension for Inter-Area Label IETF 2008 
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Switched Paths (LSPs) 

[8] RFC 5286 Basic Specification for IP Fast 

Reroute: Loop-Free Alternates 

IETF 2008 

[9] RFC 7490 Remote Loop-Free Alternate (LFA) 

Fast Reroute (FRR) 

IETF 2015 

[10] RFC 7796 Ethernet-Tree (E-Tree) Support in 

Virtual Private LAN Service (VPLS) 

IETF 2016 

[11] G.8273.2 Timing characteristics of telecom 

boundary clocks and telecom time 

slave clocks 

ITU-T  2014 

[12] G.8275 Architecture and requirements for 

packet-based time and phase 

distribution 

ITU-T 2013 

[13] G.8275.Amd Architecture and requirements for 

packet-based time and phase 

distribution, Amendment 1 

ITU-T 2015 

[14] G.8275.1 Precision time protocol telecom 

profile for phase/time synchronization 

with full timing support from the 

network 

ITU-T 2014 

[15] G.8275.2 Precision time protocol telecom 

profile for phase/time synchronization 

with partial timing support from the 

network 

ITU-T 2016 

[16] 1588v2 Precision Clock Synchronization  

Protocol for Networked Measurement  

and Control Systems 

IEEE 2008 

 149 

2.2 Definitions  150 

Telecom Grandmaster (T-GM), see Section 5 of G.8275.1 [14]. 151 

Telecom Time Slave Clock (T-TSC), see Section 5 of G.8275.1 [14]. 152 

Telecom Boundary Clock (T-BC), see Section 5 of G.8275.1 [14]. 153 

Telecom Transparent Clock (T-TC),  see Section 5 of G.8275.1 [14]. 154 

 155 

2.3 Abbreviations 156 

E-Tree         Ethernet Tree  157 

PRC             Primary Reference Clock 158 

PRTC          Primary Reference Time Clock 159 

T-BC           Telecom Boundary Clock  160 
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T-BC-P         Partial Support Telecom Boundary Clock 161 

T-GM          Telecom Grandmaster  162 

T-TC           Telecom Transparent Clock  163 

T-TC-P Partial Support Telecom Transparent Clock 164 

T-TSC         Telecom Time Slave Clock  165 

T-TSC-A Assisted Partial Support Telecom Time Slave Clock 166 

T-TSC-P Partial Support Telecom Time Slave Clock 167 

 168 

 169 

3 Changes / Updates in TR-221 170 

3.1 Time and phase synchronization 171 

The following texts are to be added as a new section after Section 9 of TR-221. 172 

 173 

3.1.1   Time and phase distribution requirements 174 
 175 

Stringent time/phase synchronization is needed for some mobile networks, such as TD-SCDMA 176 

and LTE TDD. Though GPS/GNSS can provide accurate timing, they are not available by the base 177 

station all the time. Service providers need a mechanism to deliver phase/time in high precision 178 

over their packet networks in an interoperable way. 179 

Depending on the location of the Primary Reference Time Clock (PRTC), a Distributed PRTC 180 

method or a Packet-based method can be used. 181 

 182 

3.1.2   Distributed PRTC based time and phase distribution 183 
 184 

In this case, the PRTC function is located directly at the base station or the edge of the mobile 185 

network (e.g., CSG); typically a GNSS receiver is connected to the base station or the CSG. 186 

Therefore, the time synchronization reference is directly delivered from the PRTC to the base 187 

station or the CSG. 188 

 189 

3.1.3   Packet based time and phase distribution 190 
 191 

3.1.3.1   Time and phase distribution with full timing support from the network 192 
 193 

It can further be classified into the following 3 cases: 194 

•  Case A: centralized PRTC co-located with Primary Reference Clock (PRC) 195 

In case A, the PRTC is co-located with the PRC in the aggregation network (MASG), and may 196 

receive a frequency reference from the PRC (the two functions may be integrated within the same 197 

equipment). The time synchronization reference is then delivered from the PRTC via the packet 198 

master all along the mobile backhaul network, down to the base station, using a time protocol such 199 

as PTPv2. 200 

•  Case B: centralized PRTC not co-located with PRC 201 

In case B, the PRTC is located in the aggregation network (MASG), but not co-located with the 202 

PRC. The PRTC may receive the frequency reference from the PRC. The time synchronization 203 
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reference is then delivered from the PRTC via a packet master (T-GM) all along the mobile 204 

backhaul network, down to the base station, using a time protocol such as PTPv2. 205 

•  Case C: PRTCs in access networks 206 

In case C, the PRTC is located in an access network; typically a GNSS receiver is added to an 207 

access device. The PRTC may receive the frequency reference from the PRC. The time 208 

synchronization reference is then delivered from the PRTC via a packet master (T-GM) all along 209 

the mobile backhaul network, down to the base station, using a time protocol such as PTPv2. 210 

 211 

These packet based time and phase synchronization cases can be fulfilled by the mechanism and 212 

PTP profile as defined in G.8275.1. The specific architecture is described in G.8275 which allows 213 

the distribution of phase/time with full timing support from the network, and is based on the 214 

second version of PTP defined in [16]. That is, all of the nodes in the transmission path will 215 

provide timing support by participating in the timing protocol, and the assumption is all the 216 

intermediate nodes are Telecom Boundary Clocks (T-BC) with physical layer frequency support. 217 

 218 

The following requirements are needed to support packet based time and phase synchronization: 219 

 220 

[R-1] Time and phase distribution architecture MUST be per G.8275 [12].  221 

Note: The PRTC function may be incorporated within the MASG or other PE or implemented 222 

externally to it.   223 

 224 

[R-2] A PE or P device that implements Telecom Boundary Clock (T-BC) function MUST 225 

support T-BC timing characteristics as defined in the ITU-T Recommendations G.8273.2 [11].  226 

 227 

[R-3] A CSG or other PE that implements Telecom Time Slave Clock (T-TSC) function MUST 228 

support T-TSC timing characteristics as defined in the ITU-T Recommendations G.8273.2 229 

[11]. 230 

 231 

[R-4] A CSG, PE or P device that implements packet based time and phase distribution MUST 232 

support PTP over Ethernet time distribution function as specified in G.8275.1 [14].  233 

 234 

3.1.3.2   Time and phase distribution with partial timing support from the network 235 
 236 

For some mobile backhaul networks, many nodes may not have timing synchronization 237 

capabilities.  ITU-T specifies synchronization architecture for a use case (case E in [13]) where 238 

intermediate nodes do not provide timing support, but timing support is provided by GNSS at the 239 

network edge, with PTP acting as a backup. This is called assisted partial timing support (APTS). 240 

The node providing support at the edge of the network is called an assisted partial timing support 241 

clock (APTSC).  242 

The mechanism and PTP profile for time and phase distribution with partial timing support are 243 

further defined in G.8275.2 [15].  244 

The following requirements are needed to support time and phase synchronization with partial 245 

timing support from the network: 246 

 247 

[R-5] Time and phase distribution architecture MUST be per G.8275 case E. 248 

Note: The PRTC function may be incorporated within the MASG or implemented externally to it.   249 
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 250 

[R-6] A MASG MUST support the T-BC-P function as defined in G.8275.2 [15]. 251 

 252 

[R-7] A CSG or other PE MUST support T-TSC-A function as defined in the ITU-T 253 

Recommendations G.8275.2 [15]. 254 

 255 

[R-8] A CSG, or a MASG device that implements packet based time and phase distribution 256 

MUST support PTP over UDP over IPv4/IPv6 time distribution function as specified in Annex 257 

A.3 of G.8275.2 [15].  258 

 259 

3.2 Multi-area LSP signaling 260 

Section 5.1 of TR-221 supports inter-domain TE LSPs.  This amendment provides support of 261 

different options of RSVP-TE LSPs and LDP LSPs.  The multi-area LSP signaling requirements 262 

described in the subsections below are added to the end of Section 5.1.1 in TR-221 [2]. 263 

 264 

5.1.13.2.1  Multi-area RSVP-TE Signaling 265 

Inter-domain TE LSPs can be supported by one of three options as specified in RFC 5151 and 266 

given below: 267 

• contiguous LSPs 268 

• nested LSPs 269 

• stitched LSPs. 270 

 271 

Contiguous 272 

A contiguous TE LSP is a single TE LSP that is set up across multiple domains using RSVP-273 

TE signaling procedures described in Section 5.1.1/TR-221. 274 

 275 

Nested 276 

One or more TE LSPs may be nested within another TE LSP as described in RFC 4206 [4].  277 

This technique can be used to nest one or more inter-domain TE LSPs into an intra-domain 278 

hierarchical LSP (H-LSP).  The label stacking construct is used to achieve nesting in MPLS 279 

networks.  280 

 281 

To improve scalability, it may be useful to aggregate LSPs by creating hierarchy of such LSPs. 282 

 283 

[R-9] PE and P routers SHOULD support establishment of RSVP-TE LSPs using LSP hierarchy 284 

as per RFC 4206 [4]. 285 

 286 

Stitched 287 

LSP stitching signaling procedures are described in RFC 5150 [6].  This technique can be used 288 

to stitch together shorter LSPs (LSP segments) to create a single, longer LSP.  The LSP 289 

segments of an inter-domain LSP may be intra-domain LSPs or inter-domain LSPs. 290 

 291 
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The process of stitching LSP segments results in a single, end-to-end contiguous LSP in the 292 

data plane.  But in the control plane, each segment is signaled as a separate LSP (with distinct 293 

RSVP sessions) and the end-to-end LSP is signaled as yet another LSP with its own RSVP 294 

session.  Thus, the control plane operation for LSP stitching is very similar to that for nesting. 295 

 296 
[R-10] PE and P routers SHOULD support establishment of RSVP-TE LSPs using LSP stitching 297 

as per RFC 5150 [6]. 298 

5.1.13.2.2   Multi-area LDP Signaling 299 

RFC 5283 [7] facilitates the establishment of Label Switched Paths (LSPs) that 300 

would span multiple IGP areas in a given Autonomous System (AS). 301 

[R-11] PE and P routers SHOULD support establishment of inter-area LSPs using LDP as per 302 

RFC 5283 [7]. 303 

 304 

3.3 Loop free alternates (LFA) 305 

Loop-free alternates (LFA) provides local protection for unicast traffic in pure IP or MPLS with 306 

LDP networks.  In Section 5.3.3.3/TR-221 Resiliency Requirements, the following LFA support is 307 

added to the table. 308 

 309 

MUST MAY MUST [R-39a]  Router supports loop-free alternate (LFA) method 

of FRR for LDP LSP as per RFC 5286 [8], as well as 

support LFA FRR for the IGP on whose routes LDP 

depends.  

SHOULD MAY SHOULD [R-39b]  Router supports extension to the loop-free alternate 

(LFA) mechanism, described in RFC 5286, for providing 

additional backup connectivity for point-to-point links 

failures as per RFC 7490 [9]. 

 310 

3.4 Full E-Tree services using VPLS 311 

MEF has defined a rooted-multipoint EVC based on E-Tree service type [1]. In a Rooted-Multipoint 312 
EVC, one or more of the UNIs must be designated as a Root and each of the other UNIs must be 313 
designated as a Leaf. An ingress Service Frame mapped to the EVC at a Root UNI may be delivered to 314 
one or more of the other UNIs in the EVC. An ingress Ethernet frame mapped to the EVC at a Leaf 315 
UNI must not result in an egress Ethernet frame at another Leaf UNI but may result in an egress 316 
Ethernet frame at some or all of the Root UNIs. 317 
 318 
As defined in Section 9.3 of MEF 6.2, E-Tree service provides both P2P and P2MP connectivity 319 
between roots and leafs. It has advantage of MAC scalability and traffic security in leaf sites compared 320 
with the E-LAN service, that is, traffic from a leaf site will not leak into other leaf sites, and the leaf 321 
site does not need to learn and store other leaf sites’ MAC address.  322 
  323 
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This sub-section describes how E-Tree per MEF6.2 is supported for VPLS in a PE.   324 
The following requirements apply for PEs supporting the transport of full E-Tree services using VPLS:  325 
 326 
[R-12] A PE node MUST support transporting and processing E-Tree service frames per Section 5 327 

of RFC 7796 [10].  328 

[R-13] The following requirements apply for E-Tree signaling in VPLS: 329 

• For a PE implementing LDP signaling for VPLS, E-Tree signaling per Section 6.1 of RFC 7796 330 
[10] MUST be supported; 331 

• For a PE implementing BGP signaling for VPLS, E-Tree signaling per Section 6.2 of RFC 7796 332 
[10] MUST be supported. 333 

 334 
 335 

Annex A: Seamless MPLS for Mobile Backhaul 336 

 337 

[NORMATIVE] 338 

 339 

Support of Seamless MPLS Architecture is optional.  When supported, the requirements in this 340 

section are supported.  341 

 342 

A.1 Mobile Backhaul Architecture 343 

TR-221 network architecture supports MPLS transport in the RAN (see TR-221 sections 1.2 and 4).  344 

The location of MPLS function for the various TNL scenarios is flexible.  The mobile backhaul 345 

requirements are changing due to introduction of small cells, LTE-Advanced, cloud RAN and 346 

fronthaul. The new direction creates an evolution from long-standing static mobile backhaul 347 

(private line) network to a dynamic mobile service network. 348 

 349 

In the traditional multi-domain network, the domains are interconnected into an end-to-end service 350 

with discrete service activation points at the domain edge. When service providers add a new 351 

service, they must provision that service at the network edge, as well as at each domain edge.   352 

Seamless MPLS enables an end-to-end service and eliminates intermediate provisioning points.   353 

A.2 Seamless MPLS 354 

Seamless MPLS architecture can be used to extend MPLS networks to integrate access and 355 

aggregation networks into a single MPLS domain ("Seamless MPLS").  The Seamless MPLS 356 

approach is based on existing and well known protocols. 357 

 358 

A seamless MPLS network is one in which all forwarding packets within the network, from the 359 

time a packet enters the network until it leaves the network, are based on MPLS.  Seamless MPLS 360 

introduces a systematic way of enabling MPLS end-to-end across all domains.   361 

 362 

Seamless MPLS is not a new protocol suite but describes the architecture for deploying existing 363 

protocols.  The architecture supports different services on MPLS fully integrating access, 364 
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aggregation and core networks.  The architecture can be used for residential services, mobile 365 

backhaul, business services and support fast reroute, redundancy and load-balancing. 366 

 367 

Seamless MPLS provides the deployment of service creation points anywhere in the network.  368 

Further it also allows SP to easily move the service between different locations. 369 

 370 

 The key elements of this architecture are: 371 

 372 

A.2.1 Separation of Service and Transport 373 

In traditional network deployments are built with implicit coupling between the network nodes, the 374 

underlying transport technology, and the service delivery over the network.  Typically, services are 375 

provisioned in multiple segments.   376 

 377 

The separation of services and transport is one of the key elements; Seamless MPLS provides end 378 

to end service independent transport.  Therefore it removes the need for service specific 379 

configurations in network transport nodes. 380 

 381 

With Seamless MPLS, the provisioning of services is end-to-end and minimizes the number of 382 

provisioning points.  It also uses a single LSP across the access nodes.  The services are running on 383 

the top of the transport. 384 

 385 

A.2.2 Scalable Networks and Type of Nodes 386 

The Seamless MPLS network supports multi domain and hierarchy which enable scaling.  By 387 

deploying multi-domain, the scaling is limited to smaller domains and is within the state of the art. 388 

 389 

Seamless MPLS architecture supports several different types of nodes, each with a different 390 

function. A physical device can combine several of these functions. Conversely, a single function 391 

can require multiple physical devices for its execution.  Seamless MPLS architecture  specifies 392 

different node types.  They are: Access Node (AN); Aggregation Node (AGN); Transport Node 393 

(TN) and Service Node (SN). 394 

 395 

Access Node (AN) An access node is a node which processes customer frames or packets at 

layer 2 or above. 

Aggregation Node 

(AGN) 

An aggregation node is a node which aggregates several ANs. 

Transport Node (TN) Transport nodes are used to connect access nodes to service nodes, and 

service nodes to service nodes. 

Service Node (SN) A service node is used to create service for customers and is connected to 

one or more TNs. 

 396 
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A physical device can play multiple roles. For example, an access node can also be a service node, 397 

or a service node can double as a transport node. 398 

A.3 Seamless MPLS Architecture 399 

The intra-domain routing within each of the MPLS domains must use standard IGP protocols like 400 

OSPF or ISIS.  Each of these domains is small enough there are no scaling issues. 401 

 402 

For intra-domain MPLS LSP setup and label distribution use standard protocols like LDP and 403 

RSVP.  404 

 405 

A.3.1 End-to-End Hierarchical LSP 406 

Although regions add scale, they establish explicit boundaries and cut end-to-end transport into a 407 

few separate LSPs per domain. To alleviate this problem, LSPs can be stitched between domains, 408 

extending the MPLS network over multiple domains in the MBH network. These LSPs are 409 

hierarchical end-to-end LSPs. Inside each domain, hierarchical LSPs are built on the metrics of 410 

existing control plane functionality using the OSPF or IS-IS and RSVP or LDP protocols. 411 

Meanwhile all inter-domain control plane information is shared with BGP-labeled unicast (BGP-412 

LU).  Transit routers within each domain are not required to detect or participate in BGP-LU, this 413 

increases BGP-LU scalability. 414 

A.3.2 Inter-Domain Routing 415 

For scalability, the overall MPLS network is decomposed into multiple MPLS domains.  The inter 416 

domain routing is used to establish control plane and forwarding plane hierarchies. 417 

 418 

For inter domain LSP setup and label distribution requirements see section 5.1.1/TR-221 and 419 

section 3.2. 420 

 421 

RFC 3107 [3] defines procedures for having BGP allocate labels for routes between BGP peers.  422 

By implementing RFC 3107 [3] at the border nodes, it allows establishment of an end-to-end 423 

contiguous LSP towards remote PEs located in different IGP domains. 424 

[R-14] PE routers supporting Seamless MPLS architecture MUST support using BGP-4 for label 425 

distribution as per RFC 3107 [3]. 426 

A.3.3 Access Node 427 

The access node functionality depends upon mode of architecture supported for Mobile backhaul.  428 

MPLS functionality in the access node should be kept to the smallest possible subset in particular 429 

for LDP. 430 

 431 

[R-15] PE routers supporting Seamless MPLS architecture MUST support LDP Downstream on 432 

Demand label distribution as per RFC 5036 [5].  The default modes are: 433 

• The default label retention mode is conservative. 434 

• The default label distribution control mode is ordered.  435 
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 436 

Appendix B: Decoupling Services and Transport in Mobile Backhaul 437 

 438 

[INFORMATIVE] 439 

This Appendix provides examples of decoupling service and transport in mobile backhaul.  Further 440 

it provides examples of LTE service profile and deployment scenarios. 441 

 442 

TR-221 defines the use of MPLS in the access and aggregation network and provides solutions for 443 

the transport of traffic in various generation of mobile networks (e.g., HSPA, and LTE ). This 444 

section provides how seamless MPLS decoupling principle works in the MBH use case for LTE 445 

and HSPA scenarios.  For this use case it is proposed to use two service profiles: 446 

• End-to-end L3 VPN deployment for LTE 447 

• L2 VPN using VPLS for HSPA 448 

 449 

Figure B.1 below, shows the functional roles of different network nodes for a LTE deployment 450 

scenario. In this example, the CSR in the access segment plays the role of the access node (AN), 451 

and service node (SN) originates the L3 VPN service, and interconnects with RAN.  If routers in 452 

the aggregation domain function as BGP route reflectors, it serves as the RR function and as area 453 

border routers between the aggregation and access domain, corresponding to the border node (BN) 454 

function. 455 

 456 

Some access and aggregation routers can have a pure transport node (TN) role as label-switching 457 

routers (LSRs). Aggregation routers have a border node (BN) function because they act as 458 

autonomous system (AS) boundary routers (ASBRs) or area border routers (ABRs) between the 459 

aggregation domain and the core domain, peering with the PE service router. In the core network, 460 

the remote service edge router acts as the service node (SN), connecting the evolved packet core 461 

(EPC) elements to the core network.  Hierarchical end-to-end LSP provides connectivity between 462 

service nodes in access and service nodes in the core network without any mid touch points 463 

between domains at transport or services layers. 464 

 465 

 466 

 467 
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 468 
 469 

Figure B.1 Seamless MPLS functions in a 4G LTE backhaul network – end-to-end L3VPN 470 

 471 

 472 

The example in figure B.2 uses the same network topology as in the LTE example, but it serves 473 

now to backhaul HSPA traffic from NodeB to RNC.  A Layer 2 connectivity (instead of Layer 3) 474 

is used between mobile network domains in this example. In the access domain, the CSR has a 475 

pure access node (AN) function, acts as a VPLS spoke, and originates a pseudowire, which is 476 

terminated at the aggregation router. The aggregation router is a VPLS hub with an explicitly 477 

assigned service node (SN) function. Because the HSPA radio network controller (RNC) is located 478 

closer to the mobile RAN, the service node function moves from the remote edge to the 479 

aggregation router at one end, and from the CSR to the aggregation router at the other end. All the 480 

changes to the service plane happen independently from the transport plane, so that the transport 481 

plane is agnostic to changes in the service functions. 482 

 483 
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 485 

Figure B.2 Seamless MPLS Functions in an HSPA Backhaul Network 486 

 487 

B.1 LTE Service Profile and Deployment Scenarios 488 

The LTE mobile network uses an IPv4 infrastructure to interconnect its entities. Providing IPv4 489 

over Ethernet connectivity is the main objective of the MBH network.  490 

 491 

The following interfaces are defined within the LTE mobile infrastructure: S1-U; S1-MME; X2 492 

(Signaling and User plane); eNodB management and timing. 493 

 494 

To provide connectivity between mobile network elements over an MBH network for these 495 

interfaces, you can use different deployment scenarios: 496 

• End-to-end L3 VPN 497 

• L2 VPN to L3 VPN termination  498 

• L2 VPN to VPLS termination (Hierarchical VPLS) 499 

 500 

The following sections provide example of L3VPN with MPLS PW in access domain.  Both 501 

service layer deployment and underlying transport infrastructure are provided. 502 

 503 
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B.1.1 L3 VPN with MPLS PW in Access 504 

 505 

Deploying Layer 3 VPN enables this deployment scenario with pseudowire in the Access.  506 

 507 

Figure B.3 illustrates the recommended service architecture for a 4G LTE service profile. Each 508 

eNodeB is connected on individual physical Ethernet UNI of the MBH cell site router (CSR). At 509 

the UNI, a VLAN-tagged logical interface for 4G LTE eNodeBs represents the service. A separate 510 

logical Layer 2 interfaces are used at physical UNI of the CSR per mobile network interface (S1-511 

MME, S1-U, X2). VLAN tagging is implemented at the UNI to separate traffic between logical 512 

interfaces. To connect an eNodeB to an access node or an EPC to a PE router, you can use an 513 

arbitrary unique VLAN number within the 1 through 4095 range. The VLAN number has a local 514 

meaning within the port of each service node, so you do not need to synchronize the VLAN 515 

number across the MBH network. 516 

 517 

To extend Layer 3 service delivery from the service node—AG1.1 and AG1.2—an MPLS 518 

pseudowire—LDP signaled pseudowire or BGP signaled Layer 2 VPN— is originated at each 519 

logical interface of the access node—CSR1.2 and CSR1.3 routers in the example.  The key design 520 

for this deployment scenario is that the access pseudowires are terminated directly into the Layer 3 521 

VPN service instances without any intermittent breakout into Layer1, Layer 2, or VLAN 522 

connections.  523 

 524 

 525 
 526 

Figure B.3: 4G LTE Service Profile with Layer 3 VPN and PW in Access 527 

 528 

529 
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B.1.2 Transport Infrastructure 530 

 531 

Figure B.4 provides full protocol stack for the MPLS transport and service portions of the solution.  532 

The full protocol stack and actions taken with MPLS labels when a CSR forwards an MPLS packet 533 

and that packet travels across the network to a PE router (CSR-to-PE router).  534 

 535 

In figure B.4, the CSR must push a minimum of two labels - a Layer 2 VPN service label (PW) 536 

and a transport label (RSVP-L) for the intraregional LSP.  The service label defines the endpoints 537 

across the access domain. AG1 routers apply a pop action to the Layer 2 VPN service label, push 538 

the new Layer 3 VPN service label, and send the packet end-to-end through the inter-domain LSP 539 

signaled with BGP-LU. Finally, the Layer 3 VPN service label is popped by the remote PE router, 540 

and the native IP packet is forwarded to the 4G EPC.  541 

 542 

The RSVP or LDP transport label defines packet forwarding within the IGP routing region. 543 

Service routers and domain boundary routers push or pop the RSVP or LDP transport label. 544 

Transport nodes swap the RSVP or LDP transport label.  545 

 546 

The BGP-LU label provides reachability between routing regions, domains, and autonomous 547 

systems. It is pushed or popped at the service node and swapped at the ABR/ASBR nodes.  548 

 549 

 550 

 551 
Figure B.4: Transport Infractutrue – Layer 3 VPN with PW in Access 552 
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